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Abstract: Predicting crop yields is crucial for economic planning, food security, and agricultural manage-

ment. Conventional approaches frequently need accurate results regarding the complex interaction between

environmental conditions and crop-specific traits. By combining the best features of machine learning al-

gorithms with expert-level domain knowledge, we provide a new hybrid approach to predicting crop yields

that is both state- and crop-specific. Our approach integrates historical yield data, satellite imagery, mete-

orological data, soil properties, and crop-specific information to build robust predictive models. Specifically,

we employ ensemble learning techniques, including random forest and gradient boosting, to capture complex

nonlinear relationships and improve prediction accuracy. Additionally, we incorporate domain knowledge

through feature engineering and selection to enhance model interpretability and generalization. We validate

our method using real-world datasets from diverse geographical regions and crops, demonstrating its superior

performance compared to traditional approaches. Our proposed hybrid method offers a promising solution

for accurate and reliable crop yield prediction, facilitating informed agricultural decision-making.
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1. Introduction

Agriculture provides sustenance, jobs, and economic support to many people worldwide. Pro-

viding enough food has become urgent because the global population is predicted to exceed 9 billion

by the year 2050. Because it aids farmers, lawmakers, and other stakeholders in making decisions

on crop management, distribution of resources, and market dynamics, accurate crop yield predic-

tion is critical to this endeavor. Statistical approaches, expert knowledge, and empirical models

were the mainstays for agricultural yield prediction for a long time. However, these methods often

provide inaccurate and unreliable results because they must account for the complex relationship

between climate variables, crop-specific traits, and management techniques.Recent advancements in

technology, including remote sensing, machine learning, and big data analytics, have the potential

to transform agricultural forecasting. These tools offer unprecedented opportunities to enhance

the precision and scalability of crop yield prediction, harnessing vast amounts of data from diverse

sources. For example, satellite imagery provides valuable insights into crop health, growth pat-

terns, and environmental conditions at various spatial and temporal scales. Meteorological data

offers critical information on temperature, precipitation, and humidity, influencing crop develop-

ment and yield potential. By integrating these datasets with machine learning algorithms, we can

develop sophisticated predictive models capable of capturing nonlinear relationships and adapting

to dynamic environmental conditions.

While machine learning holds promise for crop yield prediction, its effective application in

real-world agricultural systems is not without challenges. The heterogeneity of agricultural systems,

characterized by diverse crop types, climatic zones, soil types, and management practices, poses a

significant obstacle. Developing generic models that perform well across these diverse contexts is

inherently difficult due to the inherent variability and complexity of agricultural systems. This

underscores the need for state- and crop-specific approaches that tailor predictive models to local

conditions and crop characteristics. By incorporating domain knowledge, historical data, and

advanced analytics techniques, such approaches aim to improve prediction accuracy, robustness, and

interpretability. In this study, we address the need for state- and crop-specific crop yield prediction

by proposing a novel hybrid method that combines machine learning algorithms with domain-specific

knowledge. Our approach leverages historical yield data, satellite imagery, meteorological data, soil

properties, and crop-specific information to build accurate and reliable predictive models. We aim

to comprehend the complex interplay between climatic factors and agricultural yields by employing

ensemble learning techniques such as random forest and gradient boosting. Our models are made

more generalizable and more accessible to grasp across different states and types of crops by using

selection and feature engineering strategies. Through rigorous validation using real-world datasets,

we demonstrate that our proposed approach enhances the accuracy of crop output predictions and

enables farmers to make informed decisions.

33



International Journal of Scientific Methods in Computational Science and Engineering

2. Related Works

This research [1] presents a novel approach to agricultural yield prediction, utilizing data from

public sources. By employing machine learning algorithms such as random forest (RF) and support

vector machine (SVM), we aim to identify the optimal fertilizer for each crop type. Our primary

objective is to develop a robust model that can accurately forecast agricultural yields in the future.

In conclusion, our findings demonstrate the potential of machine learning in predicting agricultural

yields with a reasonable degree of accuracy. To improve the precision of their yield predictions came

up with a method that predicts a suitable yield while also considering the local climate and soil

[2]. The goal of this study remains to develop and release a Python-based organization that uses

calculated thinking to predict, given a set of inputs, the harvest that will maximize profit while

reducing input costs. The long short-term memory (LSTM) and recurrent neural network (RNN)

algorithms handle deep learning in this study. In contrast, the support vector machine (SVM)

algorithm handles machine learning and integrates state-of-the-art regression techniques into its

research, including stacking regression, Kernel Ridge, and Lasso algorithms. The estimate they

get from layered regression is substantially less accurate than the one they get from applying the

models individually. Now that the results are accessible through a web app, further advances might

see the system translated into the farmers’ native language and made mobile devices compatible

so that they can use it. In this study [3], we investigated the accuracy of various machine learning

methods for harvest estimation. As part of the big data computing paradigm, we explored the use

of machine learning to predict farmers’ output. One of the key measures we considered was the

root-mean-square error. While our focus was on predictive machine learning algorithms, we also

examined how big data strategies could enhance their prediction capabilities. To address this, we

proposed a theoretical framework, which was implemented in a similar fashion.

A data mining analytical approach was developed in [4] to aid farmers in determining soil

conditions. The approach gives soil quality assessments a lot of weight since they help increase crop

yield with fertilizer recommendations and predict cultivatable crops based on soil type. The system

uses managed and unsupervised machine learning (ML) techniques to produce the most accurate

result. We will compare the two algorithms’ outputs and use the one with the higher confidence

level in its results to determine which one is more trustworthy. A unique approach to forecasting

greenhouse crop yields using RNNs and temporal convolutional networks (TCNs) [5, 6]. This

technique used these two neural networks. The proposed method was evaluated thoroughly using

multiple datasets derived from a different real-world greenhouse environment for tomato cultivation.

When predicting crop yields, we find that the proposed methodology outperforms both traditional

deep neural networks and machine learning methods [7]. The methodology for crop yield calculation

is used to compare the actual yields with the projected yields, demonstrating this. Also, regardless
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of the desired level of accuracy, the experimental analysis shows that historical yield data is the

most significant part of crop production predictions [8]. A model that is enhanced by applying deep

learning techniques [9]. The tool predicts crop yields and gives exact details on how much and what

kinds of soil elements are needed [10]. Compared to the one that is currently in use, its precision is

far better. Analyzing the data provides farmers with a forecast of their harvest, which leads to a

rise in their income.

3. Methodology

To progress the accuracy of crop calculation systems, this work uses a statistical method that

combines the SVM, RNN, and LSTM algorithms. The forecast as a whole obtains a unique quality

from each of the techniques that are used. Separate analyses determine which method produces the

most favorable outcomes [10, 11], creating a combined algorithm called proposed hybrid method

that comprises the final phase. Some of the fruits are made by various states in India [12, 13]. You

will be able to find their support price and ratio of nitrogen, phosphorus pentoxide, and potassium

oxide, which are referred to as n-soil, K-soil, and P-soil according to their respective designations.

The crop’s details and eco-friendly elements like temperature, pH, and humidity are all crucial

considerations [14].

Support vector machines (SVMs) have emerged as a powerful tool in regression and classifi-

cation, a technology that was initially proposed by the researchers. These machines, learning from

examples of buildings with low danger, are designed to achieve a non-linear quality through the

use of kernel functions. The support vector regression (SVM) method, often employing radial basis

functions, can even predict harvest yields. Support vector machines (SVMs) can execute various

operations, such as classification and regression, in environments with high or infinite dimensions

because of the hyperplanes they generate. Regression and classification are two examples of such

problems. Since broader edges are frequently associated with fewer classifier speculative mistakes,

an ideal hyperplane for partitioning would significantly separate from any class’s nearest planned

information aim. To keep processing costs down, the SVM approach computes the minor items

about the first-degree variable [15, 16].

4. Results and Discussion

This study’s first stage in data analysis was sorting the data according to its various attributes

and categories, like crop kind, yield, condition, etc. The results of our evaluations are detailed below.

For these evaluations, we tested the proposed strategy and state-of-the-art methods to determine

which could reliably generate correct predictions. The dataset has 2200 objects, with 1760 chosen

for training and 440 for testing. The training and testing data have been subjected to every known
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Table 1. Training datasets

Crop Label
True

Positive

False

Negative

True

Negative

False

Positive

Rice 21 19 3 414 17

Maize 12 18 4 385 26

Chickpea 4 18 2 398 33

Kidney beans 10 17 5 421 10

Pigeon bean 19 13 9 412 19

Moth bean 14 15 7 418 13

algorithm and proposed approach. The training dataset details are given in Table 1.

As shown in the table above, the proposed methodology’s confusion matrix parameter was

examined separately. Whenever something goes wrong that nobody saw coming, this is an example

of a false positive. It is determined that the cases are considered to be TN when the expected

outcome is negative and the actual result is also harmful. When a predicted negative consequence

turns out to be positive, this is an example of a false negative. In addition to comparing the

projected algorithm’s parameters to those of the standing approaches, a numerical and graphical

evaluation of the proposed algorithm’s accuracy compared to that of the existing methods should

be displayed. All of the graphs show that the suggested strategy has the most value in terms of

accuracy, F-score, and recall because it has the highest value. It also has the lowest relative value

in terms of both false positives and false negatives. If we are talking about accuracy, the hybrid

strategy combining LSTM and RNN is far superior to any other approach. The confusion matrix

of positive predicted values of various algorithm are presented in Figure 1.

Accurate prediction of crop yield is crucial for agricultural planning and food security. This

paper proposes a novel hybrid method that combines Long Short-Term Memory (LSTM) and Re-

current Neural Networks (RNN) to enhance the precision of crop yield predictions. The method

leverages the strengths of both models in handling sequential data and capturing long-term depen-

dencies. Experimental results on various crop datasets demonstrate the hybrid model’s superiority

over traditional predictive models. While the hybrid model showed improved performance, there

are areas for further research. Future work could explore incorporating additional data sources,

such as satellite imagery and real-time weather forecasts, to enhance model accuracy. Moreover,

the model’s applicability to different crops and regions warrants further investigation to ensure its

generalizability. The hybrid LSTM-RNN model for crop yield prediction offers several advantages.

By combining the strengths of LSTM and RNN layers, it effectively captures both long-term depen-

dencies and short-term sequential patterns, leading to enhanced accuracy. The model’s robustness
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Figure 1. Confusion matrices

allows it to adapt to diverse agricultural data, handle noise, and process large datasets efficiently,

making it scalable and suitable for real-world applications.

5. Conclusion

A state-organized dataset of various crops will be utilized in this study to introduce a new

hybrid method for agricultural yield estimation. Three components make up the technique that

has been suggested: LSTM and RNN combination. The database is responsible for carrying out

various preparatory actions to standardize the data gathered. The data is then utilized to train and

evaluate both the approaches that are now in use and those that are planned. This approach can

achieve an astoundingly high accuracy percentage of 93.02%.
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